
MR-API: A Comprehensive API Framework for Heterogeneous 
Multi-core Systems using Map Reduce Programming Model

MR-API: A Comprehensive API Framework for Heterogeneous 
Multi-core Systems using Map Reduce Programming Model

Motivation for an effective API MR-API Features

Sample Results

† ‡Prashanth Thinakaran , Srinivas Avireddy Prasanna Ranganathan , Sumalatha Ramachandran
†Undergraduate Students, Department of Information Technology, Anna University, Chennai-44

‡Associate Professor, Department of Information Technology, Anna University, Chennai-44

† †, 

Fig 1: Typical Heterogeneous architecture                                   
  comprising of CPU and GPUs

Fig 2: MR-API Software Architecture Framework

Fig 3:  Compilation sequence in MR-API based    
             heterogeneous architectures

Fig 4: Original MAP-REDUCE Program Fig 5: Modified MAP-REDUCE Program with 
MR-API Mapper Modules

Existing cloud systems map general ª
purpose computations to CPU

Difficulty in Automation of mapping ª
computa t ion  to  he terogeneous 
processing unit

Abstraction in mapping instructions to ª
heterogeneous unit

Tapping GPU resources in cloud to ª
improve the performance of general 
purpose applications

Evolving effective heuristics for ª
i n s t r u c t i o n  d e l e g a t i o n  a c r o s s  
heterogeneous cores

Performance optimization of DAG’sª

Comprehensive Application Programing Interface for ª
Heterogeneous Multi-core Multi threaded Systems

Runtime aggregation of application specific instructionsª
Enhances parallelism through processor level parallelismª
Mapping computations at runtime for heterogeneous processing ª
units

Provides scalability, fault tolerance and load balancingª
Performance optimization of DAG’s using operation coalescing ª
and removal of redundant temporary arrays

Programming model of MR-API is library based improving the ª
level of Abstraction

Performance improvement by 50-90 percent in contrast to the ª
serial CPU only architectures

Evolving MR-API framework to support ª
multiple languages apart from Java

Developing libraries to support varied set ª
of accelerators including CUDA powered 
Nvdia GPUs

Complete automation of mapping ª
framework to support hybrid execution 
without programmer intervention

Future work

Fig 6: Speed up of Nbody simulation 
    MR-API over CPU

Fig 7: Speed up of other benchmarks 
    MR-API over CPU

Perks of MR-API

Task based segregation Viz. Heuristics ª
to handle flat and block data to achieve 
better granularity

MR-API decreases the code complexity ª
by hiding low level GPGPU constructs

Application speedup increases at nearly ª
exponential rate for N-body simulation 

2which has O(n ) complexity 

To integrate MR-API with Hadoop, the developer 
just needs to add two parameters to Hadoop’s 
con?guration ?le: 

F

F

Djava.library.path= location of aparapi 
native library 
mapred.map.tasks=1


